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1. a) The expected time from the opening until the start of examination is exactly the
third arrival time S, which follows the gamma distribution Gama(3, 6); its expected
value equals 3 - 1/6 = 1/2, i. e., half an hour.

2 gke®
b) (N < 3) = Pois(6){0.1.2} = =25e~° = 0°0620.
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a) For 0 < s <, we have:

Fonv=1(5) =P(S; £ 5| Ny =1) =
=P(N,=1| Ny =1)=
=N =1 i N,=1)=
_P(N.=1,Ne=1) _

T PN =1

_P(N,=1,N—N,=0) _

= PN, =1) =
P(N, = 1) P(N, — N, = 0)

5 P(N, = 1) &
Ag e=?5 g=Alt=s)

At

~~| @

Thus, the desired conditional distribution is exactly the uniform distribution over
(0,).

b) Similarly as before, for 0 < s < {, compute:
Fon=2(8) =P(N, 22| N, =2) =

_P(N,=2,N,—N,=0) _
N P(N; =2) N

=]

8

3

~

so that fe,n,=2(s) = f—; and E(S, | N, =2) = %
Next,
Fs,ne=a(s) =P(N, 21| N;=2) =

_P(Ny=1N,—N,=1)+P(N, =2, N, — N, =0) _
a P(N, =2) -

_ 2st— g
==

2(t — & i
s0 that fs,n=a(s) = i) E(S | N=2)=3.
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Solution: Let N,(t) be the number of hurricanes causing a loss occurrence in excess of 1
billion until time t years. Let Na(t) be the number of earthquakes causing a loss occurrence in
excess of 1 billion until time t years. Let N3(t) be the number of fires causing a loss occurrence
in excess of 1 billion until time t years. Ny, Ny, N3 are 3 independent Poisson processes with
respective rates Ay = 3, Ay = &, A3 = 5. Let N(t) = Ny(t) + Nao(t) + Na(t). N has rate
Junclion A = A+ Ao + A3 = % +: + ﬁ = %. The expected amount of time between loss
occurrences in excess of 1 billion is 3 = 1.25.

1
5
5
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{Sn <t} = {N(1) = n}.

To see this, note that [S, < 1} is the event that the nth arrival occurs at some epoch
7 < 1. This event implies that N(t) = n, and thus that {N(r) = n}. Similarly. {N(r) = m]}
for some m > n implies {§,, < t}, and thus that {5, < t}.

Recall from (2.1) that, for a Poisson process, §, is the sum of n IID rvs, each with the
density function fx(x) = A exp(—ix). x = 0. Also recall that the density of the sum of
two independent rv s can be found by convolving their densities, and thus the density of
§> can be found by convolving fy(x) with itself, that of §3 by convolving the density of
S5 with fy(x), and so forth. The result, for 1 > 0, is called the Erlang density,’
papn=l exp(—Ar)

fs (1) =
5a(0) —

(2.13)

Tec (ri oy sp) = A"exp(=his,) for 0 <sy <s3--- <5, (2.15)

Proof Replacing X; with §; in (2.14), we see the theorem holds for n = 2. This serves
as the basis for the following inductive proof. Assume (2.15) holds for given n. Then

TSyt 510 e o v o 8ne1) = 05008, (S1a e o30S, 18y 08, S 81 - < -5 S0)
= A" exp(=adsn) s, 1151 8. Gnt1ls1e o0y Sn)s (2.16)

where we used (2.15) for the given n. Now Sp+1 = Sp+Xn+1. Since X;41 1s independent

150115180 Snt11815 0 - oo 50) = A exp ( = A(sn+1 — 5u)).

Substituting this into (2.16) yields (2.15). a

i » Pr(8y. 5, 8¢ i Bp vy Sn =1t A exp(—AS,) n!
Priss, & 0 Sn-t |8 ) = = rPr‘iS =,t)‘ }= eXD-ADA o gn i
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Solution. Let X and X, be independent exponential random variables of rate A representing the inter-arrival times. Let U be the location of the
point in question. We are asked to compute

PULxIX, <L,LX+ X, >D=PX, £x|X; <1, Xo+ X; > 1)

for0<x < 1.
Since X, and X are independent, we have

. -
P(X, <x X2+ X, > 1):[ ae"ﬂ(f he R, )y
0

1-x;
x .
/ A=A g A=) gy,
0
= xie ",

Hence, using this formula in the numerator, and also in the denominator with x = 1, we have

—A
PU<x|X; < 1L.X:+X; > 1) = ";"A =x
-

as desired.
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Solution: Note that v = 3* for y € R is a one-to-one mapping. It follows that if V = v,
then Y = v'/%. Thus fxv(x|v) can be found directly from fxy (x|y) as given in (3.37) by
substituting v/ for y, i.c..

. 1/3]?
fxiv (o) = le—sleglo ]]

1
ex]
ax/2n(1- p?) p[ 205 (1 - p?)

Next consider the conditional probability fxy (x|} for two zero-mean jointly-Gaussian
rvs X and Y with a non-singular covariance matrix. From (3.23),

fyy(x.y) =

- [—(-tfcx » + 2pix/ax)yfoy) — (y/ay) ]
2royoyy 1 — p? 21— p?) i

where p = E[XY] /axay). Since fr(y) = (2o} )12 expl—y? /20, we have

—(xfax)? + 2p(xfoy)yfoy) — g2y /oy)
fxrlxly) = .

exp
axy/2m(l — p?) [ 21 - p*)

3.5 Conditional PDFs for Gaussian random vectors 121

The w of the exp is the ive of the square (x/oy — p_‘.-fa.,.]z, Thus

il = [x— ptaxjoy )‘\-]2
oxy/2(l — ) 2ait—p?) |

fartxy) = 33N

Solution: Note that u = y* for y € R is not one-to-one. If U = u, then Y is either u'/? or
—u2. We then have

fxvlz,u) _ fxy(z, V) +fxv(z, —Vu)
fy(u) fy(Vu) +fv(=vu)

Since fy(y/u) = fy(—/u), this can be rewritten as

fxy (z, /) + fxpy (z, — /%)
5 f

fx|[;(.t:|u) =

fxj(xlu) =

Substituting these terms into (3.37) gives a rather ngly answer. The point here is not the
answer but rather the approach to finding a conditional probability for a Ganssian problem
when the conditioning rv is a non-one-to one function of a Gaussian rv.



