In the name of GOD.

Stochastic Process

Fall 2024
Sharif University of Technology Hamid R. Rabiee
Homework 4 Estimation Theory Deadline : 1403/09/17

1. [5] The time interval between the arrival of trains at Sharif Metro Station in the morning
follows an exponential distribution with parameter A. If xq,...,xn are independent sam-
ples of the time between the arrival of two trains at this station in the morning, Find a
mainimal suf ficient statistic for A.

Solution:
The PDF of exponential distribution is:

F(2A) = e ™ if >0 else 0

It can be shown that T(X) = Zfil x; is an minimal suf ficient statistic for A\. For this
purpose, The following condition must hold for any two sets of samples X = (z1,...,zn),Y =

(Y1, UN)-

m is independent of A & T(X)=T(Y)

In our case:

FOGA) _ MWexp(-AY @) _ | |

;E)}f’i; is independent of X\ = sz - Zyi =0= Zml = Z%’ = T(X)=T()
700 =100 = Sei= = i -

So T'(X) = Zfil x; is a minimal suf ficient statistic.

2. [10] Let X1,..., Xy be iid with PDF:

f(x;H)_{ gmp(—%), x>0

0, <0

(a) Find a scalar (one-dimensional) suf ficient statistic for 0 using factorization theorem.

(b) Find the method of moments estimator of 6.

Solution:



(a) The joint PDF of X, Xo,..., Xy is given as:

N X X2 -
F(X;0) = Hi:176XP<—29>, X;>0 Vi=1,...,n
0, otherwise

This simplifies to:

) x2 )
f(X'Q)—{ H&?exp(—%), min(Xi, Xo,...,Xn) >0

0, otherwise

And:

2
f(X;0)= (HXl) <9%V> exp _ ik ) I (min(X7, Xs,...,Xn) > 0)

i

Solf T=3.X2 g(T|0) = (QLN) exp (—25), and h(X) = ([, X;)I (min(Xy, X, ..., Xy) > 0),
we can write PDF as:
f(X;0) = g(T|0)h(X)

By the factorization theorem, T' =", Xi2 is a sufficient statistic for 6.
(b) Expected value is equal to:

E¢lz] = /00 xf(x;0)dx = /000 x;exp <—3202> dx

372 - 0 .C62
=-z-exp| -5 I —i—/o eap | —55

Considering the symmetry of N(0,6) and its CDF:
/°° 1 < x2) /0 1 ( x2> 1
exp|—= | = exzp| —= | ==
o varo P\720) T ) vame P\ T20) T 2
1 — 0

Vit Xi /Wié:\/?Zij\ilXi
N 2 n N

3. [20] Suppose that the random variables Y7,...,Y,, satisfy

Hence:

Y;:6$i+eia izlv"'7na
where 21, ..., z, are fixed known constants and ey, ..., e, are iid samples from N(0,0?).

(a) Find the MLE of 3, and show that it is an unbiased estimator of .

(b) Calculate the mean and variance of S = %X as an estimator for 8, and then compare it

to the M LE of .

Solution:



(a)

We know Y; are iid samples from N(Bz;,0?). So likelihood function is given by:

58,07 = H( Jexp (- 5ot - 500

Voro?

= (2#02)_% exp ( QL Z — 2Bx;Y; + 52x3)>

:(27702)_T2Lexp< ( —QBZQCY—FBQZ:L‘))

The log-likelihood function is:
n
log L(B,0%Y) = ——log(27r) - —log Z (Y; — Bz;)?

Taking the derivative with respect to g and setting it to zero:

0

3508l = Zazl (Y — Bi) =0

A Zz 11:1}/7,
b=
Zz 15

The second derivative is:
2

ap?
Thus, B is the MLE and it is unbiased because:

E[B} _ Z?*I Ly le] — Z?:l xlﬁxz — B

B
> i1 12 Z?:lxi?

Var(8) = Var (>°; a;Y;) where a; =

logL=—Y a7 <0
=1

Z + 7 are constants. So variance of B is:
J ]

2
x; 3o o?
Var(B a?Var(Y; ! o2 = it 52
> > (zj x?) O EAD

; i % i

For S:

Therefor S like B is unbiased.

2 2

ar(S) =Var LY = 1 ar-:ZiUQZHU -7
Var(s) = Var (&) e S Ver )

pRE

(Nx)?  n?T nz?

Note that = = % To compare with 3 variance, we use following inequality:

Z(f’fi—f)Q ZZ%?—?EZxHrZﬁ :Zx?—%(nf)Jrnf? :Zx%—nf

2



Z(mi—f)220:2$?2nf2

% %
Hence,
. 2 o2
ar (3 S S ar (S)
4. [10] Let x1,...,zN are iid samples from a distribution with PDF as follows:

fla;0) = 2¢717°

Find the MLE of 6.

Solution:
The likelihood function is:

N
L(@‘X) = H26*|5Ei*9\ _ 2Ne— Zil |xi*9\.
=1

To maximize this function, we should minimize ) ;" |z; — 6.

N
é = = 1 ;— .
arg mng(0|X) arg m@lnz |x; — 0|
=1
We claim that the minimum of the Zfil |x; — 0| occurs in the median of z1,...,zy. Without

loss of generality, assume that all the x;s are sorted in ascending order. Also define g(t) =
N

> it [T — t].

- Lemma 1: 6 lies on one of the z;s . (If n is even, there is more than one optimal solution.)

- Proof: Prove it by the converse. Suppose that 0 is between two points x; and xjiq. If
j > (N —j), then by moving 6 to x; the value of ¢(0) decreases by the value (j — (N —4))(0—x;).
Otherwise, by moving 8 to x;1, the value of g(d) decreases by the value (N — ) — 5)(z;11 — ).
So we only consider ;s to find optimal solution.

So we only have to consider g(x;)for i = x1,...,zy. We have:

Zxk—:c,—F Z xi—xp=((k—1)— (N —k) xk+z —x; + Z T

i=k+1 i=k+1

= (2k — N—lxk—kz —x; + Z Z;

i=k+1

Consider the difference d, = g(x) — g(xg4+1). We have:

k—1
dr, = (2k — N—lxk—i—z %"FZ% ((2(k+1) —1xk+1+z :cZ—I—Z:cZ)
=1 i=k+1 i=k+2

= $k+$k+1+(2k‘—N—1)xk—(2k—N+1)ZL‘k+1 = (Qk—N)xk—(2k‘—N)fL‘k+1 = (Qk—N)(SCk—SCk_H)

- Lemma 2: ¢(t) is convex.



- Proof: Due to the continuity of function g(t), it is only sufficient to check the following condition:

g <t1 -2Ft2> < g(t1) ;rg(h)

By triangle inequality:

t1 + o r—1t1 x—12 T —1 xr —to
|z — | = | | < |+ | |
2 2 2 2 2
Hence:
i1+t t1 +to T — —ta,  g(t1) +g(ta)
o(572) = T R S T g = M

Since g(t) is convex and the ;s are ordered, the minimum will be attained at xj, where k is the
smallest integer, such that dj < 0. This is equivalent to (2k — N)(xp — xx4+1) < 0. As the xj, are
ordered (xy — xx41 < 0), this is only possible if 2k — N > 0. Therefore the minimum is attained
at zj for k being the smallest integer k, such that 2k > N, this is [k = —] the median of z;s

Note that if N is even, all the numbers in interval [a:zv rnN_ ] are optimal.

.
. [15] Let X1, ..., Xy be iid with PDF:

ell=2) >0

f(w;9)={07 L 20

(a) Find a complete suf ficient statistic for 6.
(b) Use this sufficient statistic and calculate UMV UE for 6.

Solution:
(a) The joint PDF of X, Xo,..., Xy is given as:

H?;lexp(H—Xi), X, >0 Yi=1,....n
, otherwise

f(X;0) = {
This simplifies to:

exp (NO) - exp <— Zfil Xi) , min(Xy, Xo,...,Xn) >0

0, otherwise

f(X;9)={

And:

f(X;0) =exp(NO) exp< ZX) min(Xy, Xo,..., Xn) > 0)

SoIf T = min(Xy, Xa, ..., Xn), g(T|0) = exp (NO) I (T > 6) ,and h(X) = exp (— SV X)
we can write PDF as:

f(X;50) = g(T|0)h(X)

By the factorization theorem, T = min(z1,x2,...,zyN) is a sufficient statistic for 6.



To prove completeness, we need PDF of T. The CDF of T is:

N N
Prt)=P(T <t)=1-P(T>t)=1-[[P(Xi>t) =1-J[" " =1-"01, >0
=1 =1

For the above calculations, we used the CDF of f(x;#), which is given below.
t t
Plz>t)=1- / f(u;0)du =1 — / exp(f —u)du =1 — (—ee_t + 69_9> =0t
—00 0
Differentiating the CDF gives the PDF of T"
fr(t;0) = NeNOD 1>
Now assume there exists a function g(t) such that:
Eg[g(min(Xl,Xg,...,XN))] =0 fO?" all 9.

The expectation can be written as:
Eylg(T)) = / gt)NeNOD ar =0 ve.
0

Since the result of the integral with respect to 6 is constant, its derivative with respect to
6 must be zero.

= —g@)NND =0 vo = g(6)=0 Vb

This proves that T' = min(x1, x2,...,xN) is complete.
The expected value of T' = min(Xy, Xo, ..., Xy) is:

E[T] = / t- NeNO=0 gg.
6

Substitute u =t — 60, so t = u+6 and dt = du. The limits of integration become u € [0, 00),
and:

E[T] = /()00(0+u) -Ne Nt du.

Split the integral:
o0 oo
E[T]z@/ Ne_N“du—{—/ u- Ne N du.
0 0

The first term evaluates to:

/00 Ne Nt dy = —¢ V) L o=NO) — 1,
0

The second term evaluates to:

= = LN | o=NO)
/ uNeNudu:_ueNu]go+/ eiNudUZO—‘,— (& +e _ N
0 0

N

Thus:



To construct an unbiased estimator of #, subtract % from T':

So T = min(X1, Xa,..., Xy) is a sufficient and complete statistic for § and ¢(T) = T — =
is an unbiased estimator of 6. By the Lehmann-Scheffé theorem, min(X1, Xo,..., Xn) —
is the UMV UE.

6. [20] Let x1,...,x N are iid samples from the following distribution:

f(w;a,ﬂ)Zée_ L, rz>a, (>0

Find the UMV UE for o and S.
(Hint: Show M LE of these parameters are complete suf ficient statistics.)

Solution:
The likelihood function is:

N
F(X;0,8) = foz, o, ) =H; x1>a>:1exp<—w)1(vi:xi>a)

Define ¢ = min(z1,...,xN).

P = gy e (-2 4 A0 12 a)

To find the M LFE, first focus on a.

N
& = argmax f(X;a, f) = arg max exp (;)I(c > a)
(0% (0%

Since exp (% , is an increasing function of a, & should be the largest number which I(c¢ >

a)=1. So & =c=min(z1,...,TN).
For 3, Use the derivative of the log-likelihood.

f =arg mng(X; a,f3) =arg mﬂaxlog(f(X; a,f3))

L =log(f(X;a,pB)) =—Nlog(p) — Zéxl ]\ch

8[/_ N ZZLL’Z NC_ :A_Ziwi_

o= 5t TR T
0*L N le N Zil’i—Nc_N NB_ N
R e R N v i AL

So the MLE is (&, 8) = (c, vaxi —c).

The second step is to prove the completeness of these statistics.



First for o (Suppose 3 is fixed):

F(Xia, ) = ﬂN exp ( Zﬂ% + B)I(c > ) = BlN exp <— Zé””") exp (%“)1(0 > )

1 T N
h(X) = —5 exp ( 2ili , 9(T(X) =cla) =exp <a>l(c > )
B B s
Thus, by the factorization theorem, T(X) = ¢ = min(z1,...,zyN) is a suf ficient statistic for

Q.
Next, we need PDF of c.

r 1 _t=a _ta _z—a
—/ f(t;a,B)dt—/ Ee Fdt= e 7 P=1-e¢ 7 z>«

—a t—a

= Px(z<t)=1—e 7 =Px@z>t)=e 7
N

= Po(c>x) = Px(VY, 2 > ) = pr(l’i >1z) =exp(—N 5 )
i=1

CDF : Fo(z) =1— Po(c > 1) =1 — exp(—N 2 ; %
:PDF:fC(x;a,ﬁ):gexp(—Nx;a) iftr>a ow0

Suppose u(t) is a function such that VY, : EqJu(c)] = 0.

va:/m w(t)folt; o, B)dt = 0 = / exp(—Nt/B)dt:O

—00

t
= VYV, / ) ex N=)dt =0
p(— B)

Since the result of the integral with respect to « is constant, its derivative with respect to «

must be zero.

= VYo —ula) exp(Ta) =0 = ula)=0

So, ¢ = min(xy,...,xN) is a complete suf ficient statistic for a.

For (3, use exponential family. (Suppose « is fixed)

f(zisa, B) = ;6_%5&—7(%’ >a)=I(z; > a) (; ‘E) (e%)

M) =1(x; > ), ¢(B) =

By the theorem, Zf\;l x; is a complete suf ficient statistic for 3.

Now, these statistics just need to be unbiased.
t—
E[] :/ t- fo(t;a, B)dt = / t—exp NT)dt

8



t— & t— -6 t—« I}
= —t-exp(—N—— Zo—l—/ exp(—-N——)dt =a+ —exp(—-N——)|a’ =a+ —
(NSO + [ exp(-NT i = o+ eV =t ¢
So, the UMVUE for v is & = ¢ — %
e 1 t—a
Elz]= [ t-fx(t,f)dt= [t exp(———)dt
—o a B g
t— e t— t—
——teop(-" N+ [ o= Nt = ok o= —a s
) o B B
= B[} _a]=N-E[z] = Na+N§
So, the UMVUE for Bis f = 2% — a.
Solving this system of linear equations leads to this conclusion:
~ Zz Z; 5 Z Xy N .
&= N_lmln(xl,...,:n]v) NN 1)’ 8= N1 N_lmln(:rl,...,xN)
7. [15] Let 1, ...,z n are iid samples from U(0, ) , which prior distribution of @ is:
(0|, B) = ap” 0>a,p>0
fo+1 -
(a) Find the M AP estimator for 6.
(b) Find Bayes Minimum Loss estimator for 6. Use Squared Error Loss.
Solution:
(a) PDF of Uniform distribution is:
1
f(x]@)za if0>x>0 ow0
So Posterior distribution is:
_ap” .
P(O1X) o f(X[0)m (0o, B) = ooy Hf z0) if 0>a,8 ow. 0
@1
:%G—N if0>a,B and V;:x; <60 ow.0
To maximize posterior, 8 > «, f and max(zy,...,zx) < 6 must be met. In this situation:
. af® 1 aff”
0 =arg m;me(9|X) = argMaX oo oy = argmax oy

=arg nbin gN+a+l

Thus, 0 is the smallest number that satisfies the conditions.

9:max(a,6,x1,...,xN)



_ Blo|X] = / oP(0]X) de_/ X“) do = P(lX) /_Zap(xye)ﬂ(a)de

First we calculate integral. Define ¢ = max(«, 8,x1,...,2N). From the previous section,
we know P(X|0)m(0) is equal to zero for 6 < c.

o o [ 1
/ OP(X|0) d9—/ 9€N+a+1d9:aﬁ/c o dd

_g—(N+a-1) ¢~ (N+a=1)
=ab N—i—a—l]c =ap N4+a-1

To calculate P(X):

—p—(N+a) ¢~ (N+a)
= af“ (]Zo) = aB”

N+ « N+«
And finally:
A N
0= ﬁ—;ilmam(a,ﬁ,xl, N0

8. [5] Suppose P(6;«) is a conjugate prior for f(x|0). Show that the following distribution is a
conjugate prior for f(x|0) too.

Z/BZ 6057, s.t. Z/Bz—l

Solution:
By definition, P(f|x) and P(6;«) are from one family.
f(x|0)P(6; @) / :
P(f|z f(z|0)P(O';a)do
() = LTS 6

For new posterior:

f(@|0)P(;a,8) _ f2]0) > BiP(Oicw) 52 Bif (x]0)P(6; i)

P'(0]z) =

P(z) [ [0 P a,8)d0" [, Bif (x]6")P(8; i) de’
_ Z BiP(0]z)y () Z BiP(0)z)y Biv(ai) - / .
=SB fa P @0 Bt 2 ST Bty ) ZBP o)

/ Biy () /
R 5 v T B O

Since P(f|x) and P(6; ;) are from one family and )", 8/ = 1, posterior distribution P’(f|z) is
in the same probability distribution family as the prior distribution P(0;«, 3) =), BiP(6; o).
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