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1. (a) The probability that the dart falls within the o-radius circle centered at (0,0) can be
calculated as follows:
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(b) The probability that the dart falls in the first quadrant (x > 0,y > 0), due to the indepen-
dence of x and y and the symmetry of Gaussian distribution in each quadrant, is:

Pr(z >0,y > 0) = (;) <;) = i

(c) The conditional probability that the dart falls within the o-radius circle centered at (0,0)
given that it hits in the first quadrant is:

Pr(z? +32<c?nz>0Ny>0)

Pr(a? +y? < o” -
r(@® +y* <o’ |z >0,y >0) Pr(z >0,y > 0)

Since 22 4+ y? < ¢? is symmetric across all four quadrants, we get:
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Pr(z? +9? <o’ | x>0,y >0) =
(d) Let r = /22 + y? and 6 = tan™! (£) be the polar coordinates. We have:
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The joint probability density function Pgrg(r,f) can be derived as:

2. Proof:

We want to prove the following equation for the conditional expectation:

O ElYIX =2 x)dx
E[Y|X§O]:f_°° [ \FX(O)]fX() . 1)




Recall that the conditional expectation of ¥ given X < 0 is defined as:

[e.e]

EY|X <0 :/ Y fy)x<o(y) dy.
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Next, we can express the conditional density function fy x<0(¥y) in terms of the joint density
fxy(z,y) and the marginal density fx(x):

_ fi)oo fX’Y(x7y) dl‘
frix<o(y) = Pr(X <0)

Substitute the definition of fxy (7,vy) = fyx (y|z)fx(z):

0
T ) dx
fyix<o(y) = s fY|X}Ei’(O))fX( ) .

Now, we can calculate the conditional expectation E[Y|X < 0]:

E[Y|X < 0] :/ dy.

—0o0

e fgoo fyix (lz) fx (z) dx
Y Fx(0)

Using the property of conditional expectation E[Y|X = x| = ffooo yfy|x (y|r) dy, we can rewrite

the inner integral as:

 E[Y|X = z]fx(z) do
E[Y|X§0]:f—oo [ \FX(O)]fX()

This completes the proof of the given equation:

O ElYIX =2 ) dx
E[Y\Xgo]:f_"o [ |FX(0)]fX()

. Solution:

Let X be a random variable with cumulative distribution function (CDF) Fx (z) and probability
density function (PDF) fx(z).

We want to find the conditional CDF and PDF of X given that a < X <.
1. Conditional CDF:
The conditional CDF of X given a < X < b, denoted as Fx|,«x<p(2), is defined as:

Fxjaex<p(z) =Pr(X <zla< X <b), a<z<b
By definition of conditional probability, we have:

Pr(a < X < x)
Fxla<x<p(®) = Prla< X <b)’



Since Pr(a < X < z) = Fx(z) — Fx(a) and Pr(a < X <b) = Fx(b) — Fx(a), we can rewrite
the conditional CDF as:

FX(:L‘) — Fx(a)

Fxla<x<s(T) Fe(b) — F(a)’ a<z<b

2. Conditional PDF:

The conditional PDF of X given a < X < b, denoted as fx|q<x<s(2), is obtained by differenti-
ating the conditional CDF F|,«x<y(7) with respect to x:

d

Fxla<x<p(@) = o Fxja<x<p(2), a<z<b.

Taking the derivative of Fx|q<x<p(7):

fx(x)

“ r)=—-"""""—— a<z<bh
fX| <X§b( ) FX(b) —Fx(a)
This is the desired conditional PDF of X given a < X < b.
Final Results:
o **Conditional CDF**:
Fx(z) — Fx(a)
Fxi. x) = , a<z<b.
X| <X§b( ) Fx(b) —Fx(a)
o **Conditional PDF**:
fx (@)
“ )= ——"""—, a<x<b

4. The random variables x and y are independent with exponential densities:

x(@) = ae™U(x), fr(y)=Be ™ U(y),
where U(z) is the unit step function.

Find the densities of the following random variables:

(a) **Density of 2z + y:**
Let Z = 2x + y. Since x and y are independent random variables, we can find the PDF of
Z using the convolution formula:

f2() = /0 " (@) fy (2 — 20) da.

Substituting the PDFs of z and y, we get:

z

fz(z) = /2 e~ e BlE=22) g0

0

Simplifying the integral, we obtain:

fz(2) = afeP? /2 A=z g 2> 0.
0
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Evaluating the integral:
6(2,801)1] 2

fz(2) = ape™ [ 26-a |,

__aB g (26-a)3 _ >
fZ(Z)_QB—ae (e 1), z>0.

**Density of x — y:**
Let W = & — y. Since z and y are independent, we can find the PDF of W using the
properties of independent random variables and their characteristic functions or moment

generating functions. Alternatively, the convolution method can be applied again, resulting
in a Laplace distribution:

afePw I e~ (@tBrdy  w >0,
afe™ [ e~ @tBvdy,  w < 0.

fw(w) = {

**Density of £:**
Let U = . We find the joint density of = and y, and then use the transformation of
variables technique. For u = ¥, the joint PDF can be expressed as:

fu(u) :/ e % Be Py dy 4 > 0.
0

Simplifying, we obtain:

9w,

fulw) = (o + pu)?’ -

**Density of max(x,y):**
Let M = max(x,y). We find the CDF of M:

Fyr(m) = Pr(max(z,y) < m) =Pr(z <m,y <m).
Using the independence of x and y:
Fy(m) = Fx(m)Fy(m) = (1 —e ™)1 —e ™), m>0.
Differentiating Fys(m) with respect to m, we get the PDF:
far(m) = (o + Ble= @AM _ o gme=(@thm > 0.

**Density of min(z,y):**
Let N = min(z,y). We find the CDF of N:

Fn(n) = Pr(min(z,y) <n) =1—Pr(z >n,y > n).
Using the independence of x and y:
Fy(n) =1—=Pr(z >n)Pr(y >n) =1—e e " n>0.
Differentiating Fy(n) with respect to n, we get the PDF:

fn(n) = (a+ B)e” @B pn > 0.



5. Solution:

We want to estimate Y’ = a1 X7 + a Xy such that the mean squared error (MSE) between Y
and Y’ is minimized. That is, we want to find a1 and as such that:

p=E[Y -Y)]=E[Y — a1 X1 — a2 X2)?]
is minimized.
Step 1: Expanding the Mean Squared Error We start by expanding the squared error:
p=F [Y2 — 2Y(a1X1 + (ZQXQ) + (a1X1 + CL2X2)2] .

Using the linearity of expectation, we can separate the expectation as:

p=E[Y? — 20, E[Y X1] — 202 E[Y Xs] + a1 E[X{] + 2a1a9 E[ X1 Xo] + a3 E[X3).

Step 2: Finding the Minimum To find the values of a; and ay that minimize p, we take the
partial derivatives of p with respect to a1 and as and set them equal to zero:

)

8—]’ = —2E[Y X1] + 2a1 E[X2] + 2a2 E[X1 X5] = 0,
ai

op o

87 = —2E[YX2] + 2a1E[X1X2] + QCLQE[XZ] =0.
a2

Simplifying these equations, we get a system of linear equations:

a1 E[X1Xs] + asE[X2] = E[Y Xs].

{alE[Xlz] + a2 B[X1Xo] = E[Y Xi],

Step 3: Solving the Linear System We can express the system of equations in matrix form as:

oy Pptl] o] - TR,

Let:
[ E[X?] E[X1X9 hed
A= ook By ) = B

The solution for a = [Zl] is given by:
2

a=A"b.
Step 4: Minimum Error The minimum mean squared error Py, can be computed as:
Ppin = E[Y?] = bTA™'b.

Final Solution 1. The values of a; and a9 are given by:



o= am,

az

2. The minimum error is:

Ppin = E[Y?] —bTA b,
This is the desired solution in terms of the moments of X7, X5, and Y.

. Solution:

We have a coin with a probability of 0.1 for heads and 0.9 for tails. We toss this coin 100 times.
Let X be the number of heads obtained in 100 trials. Then X follows a Binomial distribution
with parameters n = 100 and p = 0.1, i.e.,

X ~ Binomial(100,0.1).

The mean and variance of X can be calculated as follows:

pw=FE[X]=n-p=100-0.1 =10,
o?=Var(X)=n-p-(1—p)=100-0.1-0.9=09.

Now, let’s solve each part using the given inequalities:
Part A: Using Markov’s Inequality

Markov’s inequality states that for a non-negative random variable X and a > 0:

ElX]

Pr(X >a) <
a

We want to find the upper bound for the probability that the number of heads is at least 20,
ie., Pr(X > 20).

Applying Markov’s inequality:

Substitute E[X] = 10:

So, the probability that the number of heads is at least 20 is at most 0.5.

Part B: Using Chebyshev’s Inequality

2

Chebyshev’s inequality states that for any random variable X with mean p and variance o, and

for any k£ > 0:

1

Pr(|X —pu| > ko) < %k



We want to find the probability that the number of heads is at least 20. First, calculate k such
that | X — pu| > 20 — 10 = 10.

Using o = v/9 = 3:

10
k=—.
3
Applying Chebyshev’s inequality:
1 1 9
Pr(|X — 10| > 10) < (m 5 = @ =100~ 0.09.
3

So, the probability that the number of heads is at least 20 is at most 0.09.

. Solution:

Let X, Xo,..., X, be a sequence of independent and identically distributed (iid) random vari-
ables with:

E[X;]=0 and Var(X;)=o>
We define the following quantities:
Sn:X1+X2+"'+Xn7

Sn _ S2n
ovn o om

We want to find the limit of the sequence Y;, as n — oo using the Central Limit Theorem (CLT).

Y, =

Step 1: Apply the Central Limit Theorem According to the Central Limit Theorem, as n — oo,

the normalized sum (575 converges in distribution to a standard normal random variable Z ~

N(0,1):

where Z; and Zs are independent standard normal random variables.

Step 2: Limit of Y,, Now, consider the sequence Y,:

- Sn _ SQn
ov/n oV2n

As n — o0, using the results from Step 1, we have:

Yo

Y, % 7, — 7.



Since Z; and Z, are independent standard normal random variables, the difference Z; — Z5
follows a normal distribution with mean 0 and variance:

Var(Zy — Z) = Var(Zy) + Var(Z) =1+ 1=2.

Therefore, as n — 0o, the limiting distribution of Y, is:

Y, 5 N(0,2).

Final Result The limit of the sequence Y,, as n — oo is a normal distribution with mean 0 and
variance 2:

Y, 4 N(0,2).



