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In the preceding expressions, the functions  and  ′ are the so-called digamma
and trigamma functions, defined by,

 (x) = d

dx
ln�(x) and

 
′(x) = d2

dx2
ln�(x)

In R software, these functions are represented as

digamma and trigamma ,

respectively.

Putting everything together, Fisher’s Information matrix is given by
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(iii) By Theorem 4.20, we have that the Cramér-Rao lower bound for unbiased es-

timators of ✓1 is given by the top left entry in the matrix inverse of Fisher’s
Information matrix. In this case, the matrix is a 2 × 2 matrix and it is known

that matrices of the form �a b

c d
� with a nonzero determinant have inverses of

the form 1
ad−bc � d −b−c a

�. Hence, in our case,
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Thus, the Cramér-Rao lower bound for unbiased estimators of ✓1 is ✓1

n( ′(✓1)−1)
(iv) By Theorem 4.20, we have that the Cramér-Rao lower bound for unbiased esti-

mators of ✓2 is given by the bottom right entry in the matrix inverse of Fisher’s
Information matrix, which was computed in the previous part.

Thus, the Cramér-Rao lower bound for unbiased estimators of ✓2 is ✓22 
′(✓1)

n( ′(✓1)−1)
Exercise 3.

(a) (Rossi 4.2.3) Let X1, . . . ,Xn be a sample of iid Gamma(4, ✓) random variables with
✓ ∈ ⇥ = (0,∞).
(i) Determine the likelihood function L(✓).
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(ii) Use the Neyman-Fisher factorization theorem to determine a su�cient statistic
S for ✓.

(b) (Rossi 4.3.6) Let X1, . . . ,Xn be a sample of iid Gamma(4, ✓) random variables with
✓ ∈ ⇥ = (0,∞).
(i) Determine a complete su�cient statistic for ✓
(ii) Determine Fisher’s Information number for ✓
(iii) Determine the Cramér-Rao lower bound for unbiased estimators of ✓.
(iv) Determine an UMVUE for 4✓

Solution:

(a) (Rossi 4.2.3 solution)
(i) We have that the pdf of Xj can be written as

x3
je
−xj

✓

�(4)✓4 xj > 0
Thus

L(✓) = � 1

�(4)✓4�x3
1e
−x1�✓ ⋅ � 1

�(4)✓4�x3
2e
−x2�✓�� 1
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ne
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e
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n∑
j=1xj

= 1(�(4)✓4)n ��xj�3 e− 1
✓ ∑xj

(ii) We find that L(✓) can be written in the form given in the factorization theorem,

L(✓) = g ��⇀S ��⇀x � ; ✓�h ��⇀x �
with

d = 1 (so S is 1-dimensional)
h ��⇀x � = ��xj�3
S ��⇀x � = �xj

g �S;�⇀✓ � = 1(�(4)✓4)n e− 1
✓
S

Hence S ��⇀x � = ∑xj is a su�cient statistic.
(b) (Rossi 4.3.6 solution)

(i) Observe that the pdf of each random variable Xj is given by

f(x; ✓) = x3e
−x

✓

�(4)✓4 = 1

�(4)✓4x3
e
− 1

✓
x

So that f(x; ✓) has the form, c(✓)h(x)eq(✓)t(x), of a one-parameter exponential
family. Here, c(✓) = 1

�(4)✓4 , h(x) = x3, q(✓) = −1�✓, and t(x) = x. It follows from
Theorem 4.15 that T = ∑Xj is a complete minimal su�cient statistic for ✓.
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(ii)
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Thus, Fisher’s information number for ✓ is given by

In(✓) = nI(✓) = 4n

✓2

(iii) Using the expression for In(✓) we derived in the previous part, we find that

CRLB✓ = 1
4n
✓2
= ✓2
4n

(iv) First note that,

E ��Xj� = 4n✓
Therefore

E � 1
4n
�Xj� = ✓

Thus the estimator T = 1
4n ∑Xj = 1

4nS is unbiased and is a function of S alone;
therefore, by Theorem 4.16, T is an UMVUE for ✓.

Exercise 8.

(a) (Rossi 4.2.13) Let X1, . . . ,Xn be a sample of iid Gamma(✓,1) random variables with
✓ ∈ ⇥ = (0,∞). Using the Lehmann-Sche↵é method, determine a minimal su�cient
statistic S for ✓.

(b) (Rossi 5.1.9) Let X1, . . . ,Xn be a sample of iid random variables with probability
density function f(x; ✓) = ✓

x✓+1 for x ∈ (1,∞) and ⇥ = (0,∞).
(i) Determine the MLE, ✓̂, of ✓.
(ii) Determine E �✓̂� and Var�✓̂�.
(iii) Determine the asymptotic variance of the MLE, ✓̂, of ✓.

Solution:

(a) (Rossi 4.2.13 solution) We have that the pdf of Xj can be written as

x✓−1j e−xj

�(✓) xj > 0
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