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Homework 5 (Estimation Theory)
1. Use method of moments to estimate the parameters µ and σ for the density

f(x|µ, σ2) =
1√
2πσ

exp{− (x− µ)2

2σ2
} (1)

based on a random sample X1, ..., Xn

2. Find MLE estimator for the following pdfs. (X1, ..., Xn is seen)

(a)

f(x|θ) =

{
1
θ , 0 ≤ x ≤ θ

0 , o.w.

(b)

f(x|θ) =

{
1
θ , 0 < x < θ

0 , o.w.

(c)

f(x|θ) =

{
1 , θ ≤ x ≤ θ + 1

0 , o.w.

(d)

f(x|θ) =

{
1

θ2−θ1
, θ1 ≤ x ≤ θ2

0 , o.w.

3. Consider n iid samples x1, ..., xn drawn from

f(x|a) = 1

a
forx ∈ [0, a] (2)

f(x|η) = 1

η
exp(−x

η
) forx > 0 (3)

f(x|µ, σ) = 1√
2πσ2

exp[− (x− µ)2

2σ2
] (4)

(a) Derive MLE estimator for each of the pdfs.
(b) Show that each of âML, η̂ML, µ̂ML is biased or unbiased.
(c) Show that σ̂2

ML is biased and find the unbiased estimator.
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(d) Show that MSE of biased estimator for σ2 is lower than its unbiased
one.

4. Let X1, ..., Xn be iid with pdf f(x|θ) = 1
2θ with −θ < x < θ. Find the

best unbiased estimator of θ.

5. Let X1, ..., X2 be iid from below distributions. Is there a function of θ
which there exists an unbiased estimator whose variance attains Cramer-
Rao lower bound?

(a)
f(x|θ) = θxθ−1 0 < x < 1, θ > 0 (5)

(b)

f(x|θ) = log(θ)

θ − 1
xθ 0 < x < 1, θ > 1 (6)
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