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Solution Homework 3 (LTI + Ergodicity)

1. Short answer:

(a) Is sum of two WSS processes always a WSS process?

(b) Assume a stochastic process such that X (t) = At +b. We know that
b is a constant and A ~ Normal(0,1). Is this process mean ergodic?

(c) We have a stochastic process that is zero mean and Sy (w) =
Is this process mean ergodic?
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Solution:

(a) No. For the autocorrlation of the new process we have:

Rxqy(t,s) = E[(X(t) + Y (£))(X(s) +Y(s))]
= E[X ()X (9)] +E[Y ()Y (5)] + E[X (1) X (5)] + E[X (s) X (t)]
= Rx(t—s)+ Ry(t—s)+2Rxy(s,t)

(b) No. For autocorrelation of this process we have:

Rx(t,s) = E[(At+b)(As+b)] = tsE[A%] 4+ b(t + s)E[A] +b? = ts+ b*

(c) Yes.
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2. Suppose we have an LTI system with the impulse response like below:

)
H<f>|—{v1+4 Fonee

0 otherwise



Assume X(t) is a zero mean WSS process such that:
Rx(r) ="l
If X(t) is the input and Y (t) is the output, calculate below parameters:
py (t)

Ry (7’)
E[Y?(t)]

Solution:
To find Ry (7), we first find Sy (f).

Sy (f) = Sx(IH)P.
From Fourier transform tables, we can see that
Sx(f)=F{e}
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14 (2 f)?

Then, we can find Sy (f) as
Sy (f) = Sx(NIH(f)?
)2 fl<2
10 otherwise
We can now find Ry (7) by taking the inverse Fourier transform of Sy (f).
Ry (7) = 8sinc(47),
where

sin(m f)
rf

sine(f) =

We have
E[Y(1)?] = Ry(0) =8

. Suppose X(t) is a WSS stochastic process and we know that:
E[X(1)] = px

Rx(r)=eI"l

Assume that A is an independent Gaussian random variable such that:

A~ Normal(pa,o?)



If we define Y(t) as below:

Prove that :
0% = p% < Y(t) is mean ergodic

Solution:

py (t) = E[Y (¢)] = E[X(?)] + E[A] = px + pa
Ry (t,s) = E[Y ()Y (s)] = E[X(t)X (s)] + E[AX (t)] + E[AX (s)] + E[A?]
= Rx(t — s) + E[A]E[X (t)] + E[AJE[X (s)] + (p% + 03)
= Rx(t — ) + 2uapx + ph + 04
This process is WSS. So we can calculate autocovariance by:
Cy (1) = Ry () — u¥

= Rx(7) + 2papx + ph + 0% — (nx + pa)®
= Rx(r) + 0% — uk
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and then:
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0
. Let x(t) be a real valued, continuous time, zero mean WSS random pro-
cess with correlation function R,,(7) and power spectrum Sy, (w). Sup-
pose z(t) is the input to two real valued LTI systems as depicted below,
producing two new processes y1(t) and y»(t). Find Cy, 4, (7) and Sy, , (w)

Hi(s) ————>Yi(t)
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X(t) —>

Y

Ha(s) ————ya()




Solution:

Ry, (T) = Eyi(t +7) - y2(1)]
_ g [(/:o 2t +7—a)- hl(a)da> yg(t)}

“+o0o
- Elz(t+7—a)-hi(a)y(t)] da
o
_ /_ Ruy, (7 — a) - h(a)da

= nyz (T) * hy (T)
Ray, (1) = E [zt +7) - y2(t)]

_E [x(t +r) (/j 2(t—a)- h2(a)da>}
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= 3 Elz(t+7) 2(t—a)- ha(a)]da
“+o0o

=/ Elx(t47) - 2(t — a)]ha(a)da
400

= /_ R (T + a) - ho(a)da

= Rya(7) % ha(—7)

Then we have:
Ry, y, (7) = Ryu(T) * ho(—7) * ha(7)

Syrys (W) = Szz(w) - Hy(—w) - Hy(w)

+o0 +oo
fyy = ,um/ hi)dt=0 & py, = uz/ ho(t)dt =0

— 00 — 00

Cyry2(T) = Raa(T) x ha(=7) % ha(7)
5. Consider an LTI system with system function:

1

H(s) = ————
(s) s24+4s+13

The input to this system is a WSS process X (t) with E [X?(t)] = 10.
Find Sx(w) such that the average power of output is maximum.
Solution:



For the system we know:

1
A6 = 513
1
H =
=AW = G e 13
B 1
T 13— 0?) + j(dw)
1
2 _
W = g

(13 — w2)2 + (4w)?2
1

wh + (16 — 26)w? + 169
v
(w2 —5)% + 144

1
= max |H(w)]* = Tid at w==+V5

We need Sxx to be concentrated on w = ++/5. Therefore:

Sxx(w) = Ad(w — V5) + Bé(w + V5)
We need to know [*°_ Sy (w)dw. We can compute this from E [X2(t)]
Rxx(0) =E [X?*(t)] =10

1 o0
:>—/ Sxx(w)dw =10
27

= / Sxx(w)do.) = 207
And finally:

Sxx(w) = Ad(w — v/5) + Bé(w + /5)

ffOOOSXX(UJ)dWZ2O7T } = A+ B =207

Any solution in form of Sxx(w) = A§(w — v/5) + Bd(w + +/5) such that
A + B = 20 is correct.

. Consider a WSS process y(t) satisfying the equation

dzili(tt) +2y(t) = z(t)

where z(t) is a zero-mean WSS process with covariance function:

Cxx(r)=0(r)+ 4e 17!



Also assume that transformation from z(t) to y(t) is LTI. Determine

Rxy (1), Sxy (w).
Solution:

d .
diz +2y(t) = 2(t) Z2 juwY (w) + 2V (w) = X (w)
Y (w) 1 1

X(w) jw+2 (w)_jw—|—2

2x4

T = 4 =l B Tx =1 5 1

R (T) (1) + 4e —5 Spu(T) +w2—|—1

8
— 14—
+ w?+1

H* (1) = 1\ [2—jw\" 24w 1
C\yw+2)  \4+w?)  4+w? 2—jw

Sxy (W) = Sxx(w)H*(w) = (1 + w28+ 1) (2 —1jw)
= (w2 +w12) 4(_29— jw)

Rxy (1) = F7 ' {Sxy(w)} = L7 {Sxv(s)}
9 — g2 9— 2

Sxv(s) = (1-s52)(2—5) (s2-1)(s—2)
5
3

4 4
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= Ry (1) = 4e'u(—t) + ge_tu(t) - ge%u(—t)

2

7. The process x(t) is WSS with E[x(t)] = 5 and R, (7) = 25 + 4e~2I7l. If
y(t) = 2x(t) 4+ 3x/(t), find Sy(w)

Solution:

Y(w)=(243jw)X(w) = H(w) = (2+ 3jw)
16
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8. We have an LTI system. The output of system is defined as:

ylo] = al] + 2l — 2] ~ Saln ~ 3]+ Syln 1]



(a) Find the impulse response of the system in the time and frequency
domains.

(b) Plot the impulse response in time domain from n=0 to n=>5.
(c) If input is a zero-mean WSS process with autocorrelation defined as:

Rxx[m,n] = RXXW = 5[1] + 5[|l — 1”
Find the ny.

Solution:

(a)

yln] = o] +aln — 2] = Zaln = 3]+ Syl — 1]

Ty () = X (@) + e P9 X (@) — e 99X (w) + %e‘j‘*’Y(w)

DN | =

. 1 . 1 _.
=(1+e 2~ 56_37°")X(w) + 56_7“’Y(w)

Y(w) 1+ e—2jw 16—33w
— H(w) = =
() X(w) 1—ge v
1 .
= e A
1-— 567]“)
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()
Rxvy[l] = Rxx|l] * hn]
=2""u[n] +d0[n —2] + (27" Muln — 1] + 8[n —3)) + (27" tuln + 1] + §[n — 1])
= 27"u[n] + 8[n — 2] + (27" un] — 27" 6[n] + d[n — 3))
+ (27" tuln] + 275 + 1] + 8[n — 1))

= (1424 5)2 " ufn] + 5 — 3] + 3l — 2] + 8l — 1] — 26[n] + 7ol + 1]



